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Al Models in the Cloud

e ML services are provided through Cloud APlIs
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Are cloud models safe against adversary?



Case Study: SafeSearch API

e Detect explicit content such as adult or violent
content within an image sent in the query

1" ll: {
. ": "VERY_LIKELY",
. ": "VERY_UNLIKELY",
 — . ": “VERY_UNLIKELY",
! ": "WERY_UNLIKELY",
Request Response " . "VERY LIKELY",
}
1 p 3 4 5
VERY_UNLIKELY POSSIBLE VERY_LIKELY

Is this black-box model safe against fraudster?



Spatial Attacks

e We implement adversarial spatial transformations on
images with explicit contents that allow evasion

Origin Framing Perspective Affine
adult,racy) 5,5 2,3 2, 4) (1, 2)
* Attack evaluation: 100 crawled porn images with 100

queries each to the Safe Search API using our mixed spatial
attack transformations



Spatial Attacks

e Empirical results show that Safe Search API is vulnerable
to spatial attacks

o images adult < 2
. images (adult, racy) < (2, 2)

e Potential causes:
* Not enough spatial data augmentations
* Preprocessing not cropping out region of interest

Is spatial attack generally applicable to cloud vision models?



Object Detection API

Object localization API is Robust against spatial attacks:

* Multiple objects " . )
* Knowledge Graph ¥ "5,."‘(;63;648587

= L l'l: [
° Boundlng boxes {"x": 0.32076266,"v": 0.78941387},
° S {"x": 0.43812272,"v": ©.789413877},
cores {"x": 0.43812272,"y": 0.97331065},
{"x": 0.32076266,"y": 0.97331065}

]
}

Framing Perspective Affine



Attacks Overview

Introducing Fingerprinting attack that
generates adversary examples efficiently
against cloud vision models.



Adversarial Threat to DNN

* Adversarial Examples: inputs to ML models that an
attacker has intentionally designed to fool the models
such as:

X € (* 100) f(x+¢€)
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White-box vs. Black-box

 Adversarial usually requires white-box access to model

* Requires gradient information to generate adversarial perturbations

— Attacker knowledge increases

A drerd
%

Training Model Model
data architecture  parameters

Logits Predictions

11



White-box vs. Black-box

e Cloud Al models are black-box to attackers
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Cloud-hosted Black-box
DNN model

Black-box provi.E sense of security



Stealing the secret sauce of cloud models
leveraging transfer learning



Transfer Learning

e Pre-trained ConvNet used as feature extractor
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Transfer Learning

 Pre-trained ConvNet used as feature extractor
e Deep-layer feature extractor
e Mid-layer feature extractor with fine-tune

| Layer copied from Teacher
:] Layer newly added for classification | Layer trained by Student
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Image from Wang et al.



Object Detection Models

e YOLO v3 as an example

i

Feature o | |
Extractor

Insights: Adversarial sarr.yer K also fools the model




Fingerprinting attack
against Object Detection API

1. Identify the feature extractor that the target
model is pre-trained on with a few queries

2. Generating adversarial samples on white-box
pre-trained model

3. Attack black-box model using the samples



Target Internal Layer

e Target: Minimize “dispersion” of logits at layer K
e Dispersion measures: Gini coefficient, standard deviation, etc.
* “Recognizable” images will have high dispersion
* Low dispersion at layer K results in low confidence score at final layer
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Fingerprinting Feature
Extractor (1)

e For each popular feature extractor, generate samples that
minimize the dispersions of each of the last few layers.

e Query with the samples and monitors the variation of score

Feature Extractors

class: cat

== hounding box: [...]

scores: 0.89

VGG-16
VGG-19
Inception
Inception V3
ResNet-50
ResNet-152
MobileNet

class: cat

== bounding box: [...]

scores: 0.41




Fingerprinting Feature
Extractor (2)

* |dentifying the feature extractor used in cloud models
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eature extractors

* |terative gradient sign method on f6 and f13
2= g — e sign(VaeJ () )



White-box Generation

* Choices of attack target J.:

e Dispersion of feature extractor: high success rate, requires

perturbation
J = logits.std() == @

Feature Extractor




White-box Generation

* Choices of attack target J.:

* Dispersion of feature extractor: high success rate, requires
perturbation

* Target object score: minimum perturbation, success rate

fé; “ "@

J= -L( Y, Ytarget)




Attack Evaluation

e Achieved high evasion rate with limited budget (queries)

Method # of queries attempted Evasion rate
33%
86%
16%
65%

Van: 0.89

¥ Car: 0.93 i Van: 0.81

Van: 0.59

Target score attack Dispersion attack



Conclusion

 Black-box only provides a false sense of security.

* Fooling prediction result by targeting internal layers is
generally applicable to DNNs

 Potential solution: hardening model with adversarial training

Adversarial example to human from Interstate 60



